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Abstract

Since the beginning of artificial intelligence and machine learning, one of the primary areas of focus has been developing systems 
capable of comprehending human people and responding to them in the most natural manner possible. This has been one of the 
primary areas of focus since the beginning of artificial intelligence and machine learning. The simulation of human interaction is the 
intended end result of a machine-learning system with the same name as the chatbot.
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1.  INTRODUCTION

​Chatbots are becoming more popular as a kind of application 
that enables individuals to conduct simple discussions via the 
use of text [1]. Chatbots may be broken down into two primary 
c ategories. The first kind is known as a generative chatbot, 
while the second type is a retrieval-based chatbot, also known 
a s an IR-based chatbot. The user inputs their question, and 
t he generative chatbot provides an answer to that question 
a utomatically. The conversational training set was used as a 
basis for the replies that were created. The IR-based chatbots 
always make an effort to provide a response that is the most 
relevant one out of the preset replies that are included in the 
d ataset. The Ubuntu conversation corpus was used in the 
development of this IR-based chatbot system.

T he Ubuntu Dialogue Corpus is a very extensive database 
t hat contains one million different conversations. Context, 
utterance, and label are included in the dataset. The term could 
h ave a good or a negative connotation. The presence of the 
positive label suggests that the speech in question is suitable 
for the context in question, whilst the presence of the negative 
answer shows that the utterance in question is not suitable for 
the context in question. The training set consists of talks that 
are marked positively 50% of the time and negatively 50% of 
the time[3].

The pretrained Glove (Global Vectors for Word Representation) 
model may be used to produce the word embeddings for the 
provided text data. [4] When attempting to make a prediction, 
the word embeddings are sent via an LSTM (long short term 
memory) network.

The data for the test are organised into columns with one context 
and 10 utterances each. Only one of the 10 statements will be 
the ground truth speech, and the others will all be distractors. 
T he ten-dimensional vectors will serve as the values that are 
e xpected. The significance is taken into consideration while 
assigning the values. The speech that is most pertinent would be 
given the most value among that. Recall @k is the metric that is 
employed, and k may be any number between one and ten.[5] k 

is any integer that takes the highest k utterances from 10.

2. RELATED WORK

I n the area of human-machine interaction, a lot of research 
has been carried out throughout the course of time, and many 
different projects are now being worked on. Manuscript forms 
a re used for the presentation of some of the works that are 
relevant to the area.Puneet Agarwal [1] in the paper highlighted 
t he challenges they faced while building an emerging 
c ommercial chatbot. They builded a chatbot which they 
referred as trusted friend of every Indian youth. In his study, 
Ryan Lowe [2] detailed the many components that make up 
the Ubuntu dialogue corpus. In addition to this, they discussed 
two methods that are helpful in analysing the Ubuntu Dialog 
Corpus[6].

3. SYSTEM OVERVIEW

The flow of the paper goes in the following way: 
	 1. ENCODING
	 2. CREATING THE MODEL TO CLASSIFY   		

    DATA:(LSTM)
	 3. PREDICTION
	 4. EVALUATION 

P re-processing: Stemmatization and lemmatization were 
a pplied to the data that was provided (the Ubuntu Dialog 
corpus). In addition, we eradicated the stop word from both the 
context and the utterances [7]. In a subsequent phase, we got 
rid of the underscores and a few words that were meaningless.

G love Implementation: We tokenize both context and 
response. Here tokens represent words 

•	 Every word has to be converted into fixed size vectors. We 
made use of Glove vectors ​to initialize​ the word embeddings 
o f context and responses. I n later part o f project LSTM 
model is used for classification purpose.  Because the Ubuntu 
d ialogue corpus is such a b ig database, t he pre-trained 
e mbedding used in Glove is scalable, maki ng it an ideal 
choice for this particular project [8].
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4.  MODEL ARCHITECTURE​	

The word embeddings obtained are fed to the LSTM (Long 
Short-term Memory)[10]. The architecture of LSTM model is 
given below. 

Fig 1: Recurrent Neural Network (RNN)

RN Ns are examples of types of neural networks shown in 
Fig 1. This RNN has a hidden state that is denoted by ht, the 
hidden state of the state before it is denoted by ht1, the input 
state is denoted by xt, the weight metric of the input neuron is 
denoted by W x, and the weight metric of the recurrent network 
is  denoted by W h. The formula for representing the current 
state is as follows: 

ht=f(W hht−1 + W xxt)    				    (1)

Long Short Term Memory networks (LSTM)

Th e issue of long-term dependencies in RNNs may be 
circumvented by the use of a specialized kind of neural network 
known as an LSTM model, which is what has been used here.

Th e word embedding produces vectors for every word in 
contexts and utterances. The vectors of context are fed to one 
neural network and the utterance are given to the other network. 
The hidden state gets updated every time we feed word to the 
RNN, and the last hidden state represents the vector of context 
and utterance. The learned parameters are represented by matrix 
M. Let the context matrix obtained be c, and let the utterance 
matrix obtained be uttera.

p( label=1|c,u,M)=(C + b), where b represents the bias in the 
analysis.						     (2)

In the last step of the process, the model is trained by minimising 
th e binary cross entropy of all context-utterance pairs. The 
loss in binary cross entropy is denoted by the letter L and is 
determined using the equation that is provided below.
n
L=− ∑ logp(label|ci,ri,M)				    (3)
i=1

5. RESULTS AND PERFORMANCE 

There is one context, one ground truth utterance, and nine replies 
spread throughout each tuple that makes up the test dataset. 
These are the elements that are utilised to test the model that 
has been suggested. While it comes to each answer, the context 
is taken into consideration when computing the likelihood. If 

the likelihood is higher, then there is a greater possibility that 
the reaction will be more appropriate to the situation.

Table 1: Analysis on Predicted Probability

Context Response Predicted 
Probability

what you looking for 
linuxuz3r? __eou__ 
no i mean are you 
looking for a spefic 
program? __eou__ 
im not sure if there 
is anything better 
then sourceforge 
__eou__ __eot__ no 
particular program, 
anything that interest 
me then contribute to 
the source __eou__ 
iwanna learn how to 
read code __eou__ 
__eot__  

there is one that escapes 
me at the moment 
__eou__ most people use 
sourceforge __eou__ 

0.7910602 

but, from what to what? 
Can I hook up a formerly 
raid’d drive via USB/
SATA bridge like that? 
__eou__ 

0.3378635 

The following graph Fig 2 represents the accuracy and loss of 
training and was produced as follows:

Fig 2: accuracy and loss of training Plot

 LSTM

 in 10 R@7 1  0.6990099
 in 10 R@8 1  0.8019802

The results of the test are summarised in the table below, with 
each tuple indicating the likelihood that the context was present 
with the replies.

Table 2: The table containing the top k recalls for the 
model’s results.
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6. CONCLUSION 

An algorithm that provides an explanation of the procedure 
as well as the findings that were reached is described in this 
work. It has come to our attention that the model that was given 
and The use of methodology has been shown to be an effective 
strategy for resolving the issue at hand, and it is possible that 
its use may contribute to the overall improvement of the matter 
in question.

7. FUTURE DEVELOPMENT

We were only able to utilise a portion of the data for training 
since our computing resources were restricted. We would want 
to apply the training on the whole one million data set in order 
to create a more accurate training model.
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